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Abstract: This works aims at giving a general overview of transmission electron micros-
copy, from the beginnings of the technique in the 1930s to the latest technological ad-
vances and their relevance to current research. The focus is an attempt at explaining the 
different physical mechanisms that allow obtaining structural and compositional infor-
mation from the observed object by studying its interaction with a beam of accelerated 
electrons.
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Transmission electron microscopes are tools that 
deal with shadows in a two-fold way. On a practical lev-
el, they rely on the image imprinted on a support by a 
beam after going through an object that partially blocks 
its path. On a more philosophical level, as with all mi-
croscopes, they allow us to peek into a shadow realm: 
that of what is too small to be seen by our naked eye.

Historical overview of TEM 

 What is resolution?

Microscopes have been used since the late 16th centu-
ry in order to extend the resolution limit of the human 
eye. For most of this time, the illumination source 
used to obtain images was only visible light. But, in 
the early 20th century, the development of quantum 
mechanics and, in particular, the wave-particle duality 
proposed by De Broglie (1925), ultimately resulted in 
the development of an electron microscope by Ruska 
and Knoll (1931 and 1932).

Since the Rayleigh criterion for the resolution of 
two specific objects involves the wavelength of the 
illumination source, using highly accelerated elec-
trons opened a resolution range which is unattaina-
ble to visible light microscopy. Whereas for the short-
est range of the visible light spectrum the wavelength 
is = 400 nm, for electrons accelerated at 100keV it is 
= 4 pm. Using the magnetic field created by the cur-
rent running through a copper coil as an electromag-
netic lens to focus the electron beam coming from a 
thermionic source, Ruska and Knoll built the first 
transmission electron microscope (TEM) in 1931. The 
resolution achieved (in the hundreds of nm) was not 
diffraction-limited by the electron wavelength, but by 
the quality of the electron optics. Only two years af-
ter that, TEM had surpassed the resolution achievable 
with the visible light microscope.

Over time, the combination of technical improve-
ments in electron optics and the use of higher acceler-
ating voltages resulted in ever-increasing resolutions 
in TEM. Contrast fringes that could be related direct-
ly to the projected crystal potential were reported by 
Allpress, Sanders and Wadsley (1969). TEM has been 
since a key technique in the study of the structure of 
materials, being the only real space imaging technique 
for crystal structures and defects. Following the same 
basic layout of the Ruska and Knoll design, a major 
breakthrough was achieved in 1970 by Crewe with 
the development of the scanning mode of the TEM 
(STEM). In STEM, a narrow probe is formed by de-
magnifying the electron source on top of the speci-

men. This probe is then scanned across the specimen 
using the deflection coils. The detector picks up the 
signal coming from the interaction of the electron 
beam with a highly localized region of the sample. 
Following the reciprocity theorem stated by Cowley 
(1969), the STEM can be understood as a TEM with 
an interchanged source and detector. This mode is 
particularly suited to carrying out spectroscopic ana
lyses, obtaining chemical information at the very high 
spatial resolution that the instrument offers.

What can spectroscopy add to imaging?

Together with the STEM mode, the development of 
the field emission gun (FEG), also in the early 1970s, 
was a major breakthrough in spectroscopic tech-
niques related to TEM. Their combination allowed 
the development of a narrow, very bright probe that 
could be accurately placed on the sample to obtain 
chemical signals with a sufficient signal to noise ra-
tio in reasonable acquisition times. Two main spec-
troscopies are carried out in the TEM that allow for 
a quantitative analysis of chemical composition: ener-
gy-dispersive X-ray spectroscopy (EDS), and electron 
energy loss spectroscopy (EELS).

EDS analyzes the energies of the characteristic 
X-rays generated when the atoms in the sample re-
turn to their ground state after being ionized by the 
electron beam. Since each element presents its unique 
range of characteristic ionization energies, elemental 
identification is straightforward. Given that speci-
mens suitable for TEM are particularly thin, X-ray 
absorption and fluorescence effects can be neglected 
and the relative atomic composition can be deter-
mined from ionization peak ratios, following the so-
called Cliff-Lorimer technique.

EELS analyzes the energy loss distribution of 
electrons that have traveled through the sample. 
Different types of interactions of the impinging elec-
tron beam and the atoms of the sample give rise to 
different regions of the EEL spectrum. Most of the 
electrons come out of the sample without any detect-
able energy loss, and contribute to the so-called zero 
loss peak (ZLP), which is, by a few orders of magni-
tude, the most intense feature in the EEL spectrum. 
Next in energy loss appears the low-loss region (5 eV 
to 100 eV). This corresponds to the interaction of 
electrons in the beam with valence band electrons in 
the material. The main feature in this region is the 
plasmon peak. Since the plasmon energy (plasma fre-
quency) is characteristic for each compound, chemi-
cal identification can be obtained. In addition, infor-
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Figure 1. Evolution over time of the resolution achievable with the naked eye, a visible light microscope, and a transmis-
sion electron microscope. The saturation reached for visible light microscopy corresponds to the diffraction limit given 
by wavelength. For TEM, technical improvements such as aberration correctors (closeup in the right-hand side panel) are 
still pushing the resolution limit towards the diffraction limit.

mation on optoelectronic properties of the material 
(band gap, complex dielectric function, interband and 
intraband transitions, etc.) can be extracted from the 
analysis of the energy loss distribution in this region. 
Also, the intensity ratio between the ZLP and the 
low-loss region can be used to determine the sam-
ple thickness. From 100 eV on, we find the core-loss 
region, corresponding to the interaction of electrons 
in the beam with core level electrons from atoms in 
the sample. Ionization edges are found at character-
istic energy losses for each element; thus, elemental 
identification is straightforward. Quantitative compo-
sition determination is a more challenging task, but 
can also be achieved. The detailed methodology is de-
scribed in Egerton’s reference book in the field (2011). 
From the analysis of the core-loss fine structure (en-
ergy loss near edge structure, ELNES), quantitative 
information can also be obtained about the oxidation 
or bonding state of the atoms.

Correcting aberrations

Scherzer proved theoretically back in 1936 that ro-
tationally symmetric electromagnetic lenses could 
not be designed free of aberrations. Thus, a limit for 
the increase in resolution was expected for TEM. 
As a method to overcome this limitation, Scher-
zer himself proposed configurations for spherical 
aberration correctors in 1947. The technical chal-

lenge of their practical implementation becomes 
clear considering that the first demonstrated res-
olution improvement through the use of an aber-
ration corrector in a TEM was achieved 50 years 
later, in 1997, by Haider and Rose. Figure 1 shows 
the evolution over time of visible light and elec-
tron microscopy, with a closer look at the recent 
improvements of TEM resolution. The range of 
length scales that has been opened to real space im-
aging in a very short period of time is remarkable.

Aberration correction is performed in electron 
optics in a different way than in visible light optics, 
since it is not possible to implement divergent elec-
tromagnetic lenses. The procedure consists, then, in 
measuring the aberrations present in a given configu-
ration of the optical system and introducing opposite 
sign aberrations by using non-rotationally symmetric 
electromagnetic elements. 

The use of aberration correction opened a new 
range of resolution both in TEM and STEM imag-
ing and in spectroscopy, as well as allowing the use 
of lower voltages without loss of resolution. This 
results in a greater number of beam-sensitive ma-
terials becoming suitable for observation. State-of-
the-art instrumentation is still improving, mainly 
through aberration corrector technology. Pushing 
resolution to the present limits imposes more de-
manding conditions on environmental variables, 
such as room temperature stability or mechanical 
isolation of the microscope, which need to improve 
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accordingly in order to avoid wasting the effects of 
the correction.

Where does contrast in the TEM come from?

In terms of linear optics, what a transmission micro-
scope does is transform each point in the specimen 
into another object (a spread disk) in the final image. 
Defining the object as and the final image as , the lat-
ter can be defined as the convolution of the object 
transmission function with a point-spread function  
that represents the role of the microscope:

	 	 (1)

A general definition of the object transmission 
function would be

	 f(x,y) = A(x,y) · e-iφt (x,y)	 (2)

with amplitude A(x,y) and phase φt(x,y). The modu-
lation of the electron beam transmitted through the 
sample can, thus, occur both in the amplitude and in 
the phase of the electron wave.

Amplitude contrast

Let us first consider the effect on the amplitude of the 
electron wave of the scattering by the sample. Ampli-
tude contrast manifests itself in two different forms: 
mass-thickness contrast, and diffraction contrast. Var-
iations of mass and/or thickness of the specimen in 
conventional, parallel beam TEM give a contrast that 
can be understood in a similar way as absorption in 
visible light transmission microscopy. The role of op-
tical absorption would be played in the TEM by the 
loss of intensity by scattering of the electrons, the pro-
cess being governed by the Rutherford cross section 
for scattering by atomic nuclei. Diffraction contrast 
images use electrons coherently scattered at differ-
ent Bragg conditions to obtain images with particular 
structural information on the specimen.

Mass contrast: heavier vs lighter

Mass-thickness contrast can be described through the 
Rutherford scattering cross section

	 	 (3)

for electrons elastically scattered by nuclei into an-
gles > θ, considering screening of nuclei charge by 
deep level electrons charge and relativistic corrections. 
The other dependencies are on the atomic number Z 
and the energy of incoming electrons E0, determined 
by the accelerating voltage. From this cross section, 
one can see that scattering is strongly forward peaked. 
However, any quantitative information will come from 
the small fraction of electrons scattered at large an-
gles, i.e., angles greater than those of Bragg scattering, 
so diffraction contrast will not contribute to the image. 
STEM high angle annular dark field (HAADF) imag-
es contain information on the mass-thickness of the 
specimen, reaching even atomic level resolution. By 
focusing the electron beam on a small enough probe 
and collecting the scattered electrons on an annular 
detector with a sufficiently large hole to avoid Bragg 
electrons (> 3o), the resulting intensity will depend 
only on Z and on the thickness of the specimen, t. If 
the thickness is constant, or changes in a way that can 
be determined, images can be interpreted in terms of 
atomic number maps, as shown in figure 2. Combined 
with aberration correction, the chemical sensitivity 
of HAADF imaging has been successfully used in the 
characterization of the structure of materials at atomic 
level. An exemplary case is the determination of the 
atomic positions of the cation species in the unit cell 
of the superconductor YBCO (Varela et al., 2003).

However, the leap from qualitative analysis of 
HAADF images to quantitative interpretation has to 
be taken with caution. 

Figure 2. Schematic of a 1D HAADF acquisition. 
Effects of both atomic number and thickness 
in the HAADF intensity are illustrated.
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STEM HAADF images provide useful informa-
tion about the position of atomic columns in a crys-
tal, and even about their composition through the Z 
dependence of contrast. However, lighter atoms such 
as oxygen or lithium, which are of great importance 
in many functional materials, are invisible to HAADF. 
The annular bright field (ABF) technique allows the 
detection of light atoms, in addition to the heavier 
ones, in STEM images. It can be thought of as a smart 
acquisition setting used in order to extract further in-
formation from the bright field (BF) imaging mode. It 
becomes particularly relevant in aberration-corrected 
STEM.

The signal collected on the BF detector has an 
annular distribution, despite being inside the direct 
illumination cone (as opposed to HAADF detectors). 
By placing a circular mask (the beam stopper) on the 
center of the beam, this angular distribution can be 
used in order to tune the contrast of the image. ABF 
images present negative, absorptive-type contrast (i.e, 
dark atomic columns) for a wide range of specimen 
thicknesses and defocus. To that extent, it is a robust 
technique with non-oscillating transfer functions, 
which makes image interpretation much easier, simi
lar to the positive contrast in HAADF. The contrast 
enhancement for light atoms can be understood tak-
ing into account two main effects:

•	 Scattering by light atoms is strongly forward 
peaked towards the central BF region.

•	 Scattering by heavy atoms is stronger at large 
angles.

This angular scattering distribution was meas-
ured experimentally by Okunishi, Sawada and Kon-
do (2012) using the diffracting imaging technique, in 
which a diffraction pattern can be obtained with the 
STEM probe placed on a particular atomic column. 
The theoretical framework was proposed by Findlay, 
Okunishi, Sawada and Kondo (2010). The forward 
peaking of the scattering from light atoms can be ex-
plained by the dominance of the s-states channeling 
process. In this model, electrons couple to the s-type 
Bloch states, strongly localized around the atoms, and 
therefore, exit the specimen aligned with the direc-
tion of the atomic column. The scattering by heavi-
er atoms is dominated by thermal diffuse scattering 
(TDS), resulting in larger scattering angles.

Considering the ABF signal as the subtraction of 
the central region integrated intensity from the large 
angle integrated intensity (given the non-coherence 
of STEM imaging), the subsequent darkening of the 
light atomic columns results in a global contrast en-

hancement: light atomic columns will i) appear dark-
er against the background signal and ii) will not be 
shadowed by the contrast from heavier columns. On 
the downside, the resulting contrast will not have the 
additional chemical information found in HAADF 
images. However, if the experimental configuration 
consists in a purely annular bright field detector or 
a conventional bright field detector with a mask, it is 
straightforward to acquire ABF and HAADF signals 
simultaneously. This is not the case if the ABF condi-
tions are achieved by a combination of large camera 
lengths and HAADF detectors.

Diffraction contrast: orient your specimen  
in clever ways

Before getting down to real space imaging, let us first 
briefly describe how the electron beam is diffracted by 
the specimen in the TEM. Looking at a single unit cell 
in a crystalline material, the amplitude of the electron 
beam scattered by it can be expressed as

	 	 (4)

where F(θ) is the structure factor, containing infor-
mation on the atomic number and relative positions 
of all the atoms in the unit cell. The amplitude of a 
beam diffracted at an angle θ by n unit cells in the 
specimen will consist of a sum over those unit cells:

	 	 (5)

where k is defined as , the difference 
between the incident and the diffracted beams. A 
spot will appear in the diffraction pattern when  
corresponds to scattering in a Bragg angle θBragg. The 
interplanar distance for the given plane family is a. ξg 
is the so called extinction distance for each diffraction 
vector g:

	 	 (6)

where Vc is the unit cell volume, θBragg is the Bragg an-
gle, λ is the electron wavelength and Fg = F(θBragg). It 
is related to the unit cell dimension through Vc, its 
composition through Fg, and the accelerating voltage 
through λ. Notice that ξg does have dimensions of 
length and that the amplitude is, thus, dimensionless, 
as expected.

The electron beam inside the crystal can be thought 
of as a sum of the direct beam and all the diffracted 
beams, with amplitudes  and  respectively. As a con-
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venient approximation for this description and also a 
practical situation in the microscope, let us consider 
the case where only the direct beam and one diffract-
ed beam are present. In this two-beam approximation, 
only one family of planes is oriented in Bragg con-
ditions. The change in amplitude for the direct and 
diffracted beams when going through the specimen  
(z direction) are described by the Howie-Whelan 
equations:

	 	 (7a)

	 	 (7b)

These coupled differential equations describe the 
continuous (dynamic) exchange of intensity between 
the direct and diffracted beam. Parameter s is called the 
excitation error, and corresponds to the distance from 
the diffracted beam k-vector to the reciprocal lattice 
node G, as described in figure 3.

Figure 3. Schematic view of the diffraction of the 
electron beam by the crystal lattice. 

Solving the Howie-Whelan equations under two-
beam conditions yields the amplitude of any diffract-
ed beam when in perfect two-beam conditions. Then, 
the actual intensity recorded in the diffraction pattern 
can be calculated as the squared modulus of this am-
plitude:

	 	 (8)

where seff is an effective excitation error including the 
effect of the extinction distance of the particular re-
flection G:

	 	 (9)

The diffraction intensity distribution is found at 
the back focal plane of the objective lens of the TEM. 
In diffraction mode, the image formation system of 
the TEM is used to transfer the information on this 
plane to the detector in order to obtain a diffraction 
pattern. In image mode, however, the objective ap-
erture in this back focal plane can be used to obtain 
images with diffraction contrast.

A first distinction has to be made between bright 
field (BF) and dark field (DF) imaging, depending 
on whether the direct beam is included or excluded 
by the objective aperture. If we set the experimental 
two-beam conditions as discussed before, a strong 
beam DF image is formed by placing the objective 
aperture around the G reflection. Since electrons on 
that diffracted beam have been coherently scattered 
by a given (hkl) family of planes, areas in the image 
with those planes in zone axis will show bright (dif-
fraction) contrast.

As can be seen from equation 8, the parameters 
that give rise, and therefore can modulate, diffraction 
contrast in the TEM are changes in thickness, through 
t, and changes in the diffracting conditions, through s. 
A non-uniform thickness will cause the presence of 
thickness fringes in the image, according to the sinu-
soidal dependence in equation 8. A local change in the 
orientation of the (hkl) planes will cause a tilt with re-
spect to the incident beam and the apparition of bend 
contours. The latter is a key point in the diffraction 
imaging of defects in a material. Defects can bend, ro-
tate, or modify the orientation of certain planes in and 
out of Bragg conditions. These changes can be imaged 
using diffraction contrast, thus mapping the variation 
of the excitation error ~s across the specimen.

The presence of defects in the crystal, either pla-
nar (grain boundaries, stacking faults, etc.) or line-
ar, introduces a translation vector in the exponential 
terms of the Howie-Whelan equations.

In the particular case that the defect is out of con-
trast (invisibility criterion), the strong reflection to be 
used in a given orientation must be carefully selected.

In particular, the presence of strain fields around 
defects indicates the bending of the lattice planes, 
modifying the Howie-Whelan equation with a conti
nuous variation of R~ with respect to z. The core of the 
dislocation is located at the R~(0) position.

The excitation error will also change with R as

	 	 (10)

Setting up a condition with a positive but small 
s, and placing the objective aperture around the G re-
flection, the resulting DF image will present strong 
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bright contrast at the areas where the defect brings 
the planes back into Bragg condition. The comple-
mentary BF image will present a dark contrast in the 
defect regions, where the planes are not in Bragg con-
dition.

The previous description considers the use of 
strongly excited reflections to form the diffraction 
contrast image. However, using weakly excited reflec-
tions can provide useful information too, in the so 
called weak-beam dark-field mode. By placing the ob-
jective aperture in a reflection with a large excitation 
error s, the image will show bright contrast in the are-
as in which the defect bends the lattice back to Bragg 
conditions. A significant amount of intensity is lost, 
since it decays as ~ 1/s2. The difference with respect 
to the strong beam situation is that the large value of 
s means a small coupling of the direct and diffracted 
beams, so  is diffracted more kinematically. Moreover, 
ξeff will be small, so the defects will be imaged more 
sharply and with an intensity independent of ξeff.

Phase contrast: looking all the way down

Let us now consider the phase term in equation 2. 
Since we are considering only the phase contribution 
to contrast in the image, we can arbitrarily set A to 1. 
Given the small specimen thickness constraint for 
TEM observation, we are able to express the 3D elec-
trostatic potential in the specimen as a 2D projected 
potential:

	 	 (11)

Electrons in the vacuum (i.e., outside the speci
men) have an energy corresponding to the acceler-
ating potential of the microscope, eVacc = E. Electrons 
within the sample will have this energy modified by 
the projected potential, E + V (x,y,z), at each thick-
ness level in the beam propagation direction, dz. This 
change in energy can be related to a change in wave-
length that causes a change in the phase of the elec-
tron wave going through each thickness level dz:

	 	 (12)

Taking into account the relationship between ac-
celerating voltage and electron wavelength, this phase 
shift can be expressed in terms of electron energy and 
wavelength:

	 	 (13)

where σ is called the interaction constant. Then, 
the total phase shift of the electron wave after going 
through the whole thickness of the specimen is

	 	 (14)

We can introduce this expression for the phase 
shift in the object transmission function (Eq. 1.2). 
Considering again the small thickness of the sample, 
we can truncate the Taylor series expansion of this 
function at first order to get the weak-phase object ap-
proximation. In this approximation, the image func-
tion, as described in the linear image model (Eq. 1.1), 
can be expressed as

	 	 (15)

It is easier to work with the Fourier transform of 
h(x,y). Equation 1 can be expressed in terms of Fou-
rier transforms (G(k)=FT[g(r)], F(k)=FT[f(r)] and 
H(k)=FT[h(r)]). According to the convolution theo-
rem, convolutions in real space correspond to scalar 
products in Fourier (or frequency) space:

	 	 (16)

The main contribution to H(k) or contrast trans-
fer function, comes from the aberrations of the optical 
system. Aberrations cause the electron wave to devi-
ate from the ideal spherical wave front by a certain 
angular value, α. Assuming a perfect rotational sym-
metry of the electromagnetic lens, the only possible 
aberrations are defocus (∆f) and spherical aberration 
(Cs). The change in phase due to these two aberra-
tions can be expressed as

	 	 (17)

Since angular deviation and frequency can be re-
lated via the electron wavelength (α =λ · k), equation 
17 can be expressed in terms of k as

	 	 (18)

The role of the contrast transfer function will be 
to modulate different spatial frequencies (i.e., differ-
ent spacings in direct space) by a complex function 
of the form

	 	(19)

The actual image g(x,y) recorded in the micro-
scope detector will be the intensity, i.e., the squared 
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modulus of the electron wave function after propagat-
ing through the specimen convoluted with the point 
spread function. Then, from equation 15 we have 

 (20)

Considering the weak-phase object approxima-
tion, there is no contribution from the amplitude 
(cosine) term in the complex contrast transfer func-
tion in equation 19. Only the phase term (sine) re-
mains:

	 	 (21)

From this oscillatory behavior of the contrast 
transfer function we can see that different spatial fre-
quencies, i.e., different spacings in the specimen, can 
be transmitted to the image with different intensities. 
To prevent the contrast transfer function from chang-
ing sign, an objective aperture can be placed in the 
back focal plane of the objective lens, selecting only 
spatial frequencies before the first zero of H(k). Al-
though the value of defocus can be optimized to have 
a region of uniformly transmitted contrast as large as 
possible, the so-called Scherzer defocus (see figure 4), 
contrast transfer will never be completely flat, and 
phase contrast HRTEM images will always require a 
careful interpretation.

Even if the effect of an objective aperture is not 
included in the CTF shown in figure 4, it can be seen 
that the contrast transfer goes to zero at a given spa-
tial frequency. This is caused by both spatial and tem-
poral incoherence of the illumination, each of them 
being responsible for an envelope function damping 
the CTF. Spatial incoherence is introduced by the finite 
(non-zero) size of the electron source. Temporal inco-
herence effects can be introduced by instabilities of the 
accelerating voltage, resulting in electrons with slight-
ly different energies. Since the Scherzer defocus is the 
condition at which the homogeneous contrast transfer 
extends to the highest possible spatial frequency, the 
corresponding real space distance can be used as a way 
to define the point-resolution of the instrument. How-
ever, higher spatial frequencies are still transmitted up 
to the point at which either the temporal or spatial en-
velope functions damp the CTF to zero. 

That spatial frequency is called the information 
limit of the instrument. Different approaches exist 
in order to try to extend the point resolution up to 
the information limit. From an instrumental point 
of view, electron holography was devised by Gabor 
(1948) as a way to suppress the effect of the aberra-
tions in the objective system and, therefore, keep only 
the specimen-dependent modification of the electron 
wave, both in amplitude and phase. From an off-line 
data processing approach, exit wave reconstruction 

Figure 4. a) Phase distortion function in Scherzer (top) and out of Scherzer defocus (bottom) conditions. Contrast is trans-
ferred as positive or negative depending on the spatial frequency value k. b) Panel of 25 simulated images of a Si(110) 
crystal. Depending on the focus and the sample thickness, atoms appear bright or dark.
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techniques use an acquired HRTEM through-focus se-
ries in order to mathematically calculate the effect of 
the aberrations of the objective system and suppress 
it. A new image can be generated with higher spatial 
resolution than any of the acquired images in the se-
ries. Two main procedures are used to retrieve the 
full electron wave (amplitude and phase). The first 
one relies on the Fourier analysis of the focal series in 
order to filter out the components that are not sam-
ple dependent. The second approach is the iterative 
modification of the exit wave and comparison with 
an initial phase guess or simulated electron wave, via 
the minimization of an error function. Given the fairly 
small degree of incoherence of the FEG guns and the 
readily available computational power, the iterative 
methods are the most commonly used.

We have shown that, even in a scenario with the 
simplest conditions, we can find atoms as both bright 
or dark spots in HRTEM images and that, even if the 
sign is maintained, the intensity recorded will not 
necessarily be proportional to physical, chemical or 
structural parameters of the sample. This effect of the 
contrast transfer function of the microscope has been 
responsible for keeping HRTEM an almost completely 
qualitative technique for a long time. In the past few 
years, however, tools that allow extracting quantita-
tive information from HRTEM images have become 
more accessible.

Relevance of advanced TEM modes for materials 
science

In this introduction to the basic working principles 
of TEM, the power of the instrument as an ultimate 
image resolution tool has been established. Stemming 
from this central aspect, a variety of TEM-related 
techniques are devoted to revealing properties of ma-
terials at the spatial resolution that TEM can provide. 
Either by the adequate processing of images, the use 
of particular instrumental configurations, or the ad-
dition of the needed detectors, it is possible to obtain 
information crucial to solving challenging materials 
science problems. Some of these properties, of par-
ticular interest in the present thesis, are summarized 
in figure 5.

Being able to directly relate the final properties 
with the intimate structure provides unique insight 
into the functionality of materials and devices, espe-
cially when compared to the necessarily statistical 
nature of information that can be gathered through 
macroscopic measurements. The role of defects as 
non-radiative recombination centers in semicon-

ductors, the free surface structure in oxides for gas 
sensing, or the local magnetic configuration of na-
noparticle assemblies for magnetic hyperthermia, 
for instance, need to be assessed through TEM tech-
niques, which can unveil the local information need-
ed to understand the macroscopic behavior of these 
systems.

Figure 5. 	 Materials properties, as related to TEM techniques.

In particular, the scale reduction associated with 
the nanoscience and nanotechnology revolution de-
mands characterization tools capable of reaching an 
unprecedented resolution, in a wide range of fields, 
not only for standard quality control, but in order 
to understand the properties of matter at the na-
noscale. Going from bigger to smaller devices, but 
also from elemental building blocks (even atoms) to 
bigger assemblies, basic properties and device func-
tionalities meet. With its ability to provide different 
kinds of information at a very high spatial resolution, 
state-of-the-art TEM and related techniques are at 
the core of this multidisciplinary and rapidly grow-
ing field.
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